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The current deliverable reports the very first considerations on the validation
activities performed in Task 7.1. It provides feedback from partners involved
in the development of the text analytic module, the knowledge graph and the

image analysis module. This feedback will be used for improvements and for
performing further validations in Task 7.2. The report mainly describes how
validation was carried out, and its results.

1. INTRODUCTION

In this report, we illustrate the work done within the first task of WP7 - Work Package 7,
Performance testing and pilots evaluation. It has aimed at testing the performance of the
SILKNOW system in a controlled scenario.

The SILKNOW project intends to deliver a web-based platform that provides texts, images,
and printable models for improving knowledge of historical silk textiles. The system uses data
from existing digital catalogs of textile collections, that are analyzed and processed to
homogenize content, and retrieve semantic information from text in four languages (Spanish,
English, French and lItalian). These data are processed employing text analytics and image
algorithms that have been implemented in specific software modules.

WP7 focusses on these software modules and, starting from an end-user’s viewpoint, is
mainly devoted to validating the system performance and its usability, in addition to evaluating
the integration of SILKNOW results. Therefore, it includes a set of Verification and Validation
activities (V&V) [1][2] on the whole system (Tasks 7.1, 7.2 and 7.6) and a set of activities
devoted to assessing the usability of the software.

In Task 7.1, testing has been executed in a controlled scenario, by project partners
themselves, mostly domain experts in the field of historical silk textiles. This task has been
performed in close coordination with the development of the software modules in WP3 and
WP4.

Nevertheless, WP7 in general and Task 7.1 in particular involve activities not strictly related
to the development of software. Their main aim is to provide feedback on the software
modules, from experts in the domain of silk and cultural heritage, to guarantee quality and
alignment with the SILKNOW project objectives. Following this rationale, three fundamental
software modules of the SILKNOW system have been considered in Task 7.1. Namely, they
are the text analytic module, the knowledge graph module and the image retrieval module.

The text analytic module [5] is a tool for the textual analysis of data from museum collections.
The result of this analysis is used to populate the ontology underpinning the whole SILKNOW
system [6], which is based on CIDOC-CRM. New classes and properties have been added [6]
to fully represent and describe the domain of silk historical textiles.

The knowledge graph module is a tool used for browsing the SILKNOW ontology. It is
populated with text and images extracted from records, originally created for documenting
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the collections of museums. Such records have been harvested from publicly available data
sources or supplied by data providers that collaborate with SILKNOW.

The image retrieval module (named MODULE Il in the general workflow of the SILKNOW
system [3] [4]) is a deep-learning based module aiming at predicting the properties of silk
fabric by processing images. Itinvolves a classification tool whose objective is to process data
from images in order to allow semantic correlation among objects from different
collections. More importantly, it also involves an image retrieval tool, as explained in full detail
below.

These three modules are of fundamental importance for the development of the final system.
They provide the semantic analysis of the input data to the system consistent with the
SILKNOW ontology and allow the implementation of the intelligent part of the entire system.

Testing of these modules has been done during the development phase by the responsible
partners (JSI, EURECOM and LUH) and will continue to be done before the final integration
of the system, to be tested and validated during other WP7 tasks. In Task 7.1 it was
considered essential for the development of the system to validate the three modules
separately. Since SILKNOW is strongly interdisciplinary, experts in the field of fabrics and
cultural heritage in general (domain experts from now on) have been strongly involved from
the very beginning. Task 7.1 allowed domain experts to interact with developers and give
them feedback on some central elements. As explained below, we focused on the semantic
annotation of the text analysis module, the verification of the correct mapping within the
ontology of the elements coming from the collections, the correctness of the value assigned
to the "production location" field and the similarity of retrieved images.

This report is organized as follows: section 2 describes the functionalities and main features
of all three software modules; section 3 describes the rationale underlying the modules
validation; sections 4, 5 and 6 respectively show the method followed for each validation and
the related results; section 7 reports comments by the domain experts; and finally section 8
draws some conclusions.

2. SILKNOW MODULES DESCRIPTION
2.1.Text Analytic Module

The Text Analytic Module in SILKNOW is a fundamental part of the final software development
of the project. It is being carried out by JSI, within Work Package 3. It aims to support the
development of an intelligent system for a better understanding and use of language related
to silk heritage. For this purpose, it is based on the SILKNOW multilingual Thesaurus, that
allows to analyze the content of the text within the objects’ records, in the form of descriptive
sentences or short paragraphs.

Also, the Text Analytic Module aims to implement semantic annotation, metadata prediction,
and extraction of information from the textual descriptions in catalog records. These features,
in turn, will support rich visualization and semantic search.
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The semantic annotation tool has been developed based on machine learning techniques,
extending an existing Wikifier service previously developed by JSI, which allows multilingual
annotation of texts with Wikipedia concepts. The basic approach uses a Pagerank type
method to identify a coherent set of relevant concepts considering the input document as a
whole.

A text annotation tool has been developed for domain experts, accessible with credentials
through the web service in http://relationextraction.com/ It allows the automatic extraction of
information that is not considered in the existing metadata, and the training of the software.

2.2.Knowledge Graph Module

The SILKNOW Knowledge Graph integrates work done in WPs 2, 3, 4 and 5. It represents
information extracted from records about silk textiles and other types of objects found in the
participating museums or collections. Objects are described in line with the classes present
in the SILKNOW Ontology. The Knowledge Graph allows users to navigate and search among
objects in the database, and to retrieve information using complex queries.

At the time of the validation reported in this document, the list of museums from which data
have been integrated are:

Garin 1820

Rhode Island School of Design Museum (RISD)

Red Digital de Colecciones de Museos de Espafa (CERES)
Centre de Documentacié i Museu Téxtil de Terrassa (IMATEX database)
Musée des Art Décoratifs

Metropolitan Museum of Art

Boston Museum of Fine Arts

Musée des Tissus et des arts décoratifs

Victoria and Albert Museum

Museo Diocesano di Caccamo

Museo Diocesano di Palermo

Chiesa Madre di Termini Imerese

Cattedrale di Palermo

Duomo di Monreale

Navigating the Knowledge Graph is possible through a faceted browser available at
http://data.silknow.org/fct/ (see Figure 1).


http://relationextraction.com/
http://data.silknow.org/fct/

HARKNOW

Ay

(H] WARK

(TN Description ETREET Settings

About: http://data.silknow.org/object/fda80292-91af-380¢c-a09b-5864e232dbaa  cuw sponge

NotDistingt  Permakak
An Entity of Type : ecrmuE22 Man-Made Obiect, within Data Space : data silknow,org assocated with source dogument(s)

Typo: €22 Man-Mode Object ¢ Command: Suwt New Facet ¢ Ge
Attributes Values

fitypg £22 Man-Mage Object

rdfs:comment

P138 has representation hitp://data . siknow.org/image/86d0¢363-3<09-3¢43-b0 1 1-B 5040 76 5¢646
http //dats stxnow ocg/image/d 1472832-0257-3724-5036- 170314838862

P is destified by 1000877
P3 has note
P43 has dimension hitp://Cata. sTRnow.0rg/obiect/fdaB0252: 91 af- 380¢-a09t- S864c23200aa/cimension/h

Nite(Gata Sinow orovobiect/TdaB0292-9 1 af- 30c-a00h- Si6402 32cD0a/Gmension/w
e Klerdifer To00877
is P108 has peoduced of  hitp://Gata.sfknow oralproduction/abSe0250-279¢-3¢25-8090- 5401377622 1d
is PA29 is about of 1000877

Is P24 transferred titie of of http://cata. sHcnow.org/event/MS6440a4 - 60d6-3709-55 30-803253 7ed 3d4

ts P25 moyed of htto.//data stenow, 0co/ avent/ S0 5cbe49-0ef3- 3961 -9100- 2 20fed 6001 21

Is P34 concerned of hito;/(data sSnow orolassessment/23701604-4642-3030-9242-03 77296 209

is P39 measured of NELD://CatD. STRNCW. QG abiect /80292 9131 300209 5884023200 Gmensica/measurement
is P41 cassified of http //cata. siknow.org/obect/ 4380292 91 - 280¢-209h- 5664023 2c0patype. assignment/1

hito //cats siknow 0rg/obiect/ [dal262-9 1 of- IH0C-a000- S86402 32dhaa/type _assignment/2

is s :O8 observed of  hito.//dats siknow 6eg/biect/fAaB0292 - 95 of - 380C-a09h- 586402 32dbaaohservation/ |
http://Cata, sinow.0rG/objext/(dd80292 91 af- 380c-a03b- S86402 32cDaa/edsenation/2

Figure 1. SILKNOW’s faceted web browser
2.3.lmage Analysis Module

This module is developed by LUH in WP4. It has two main components: image classification
(the analysis of semantic properties of images from the image data files), and image retrieval
(the discovery of images on the basis of the similarity of a given query image with images
existing in the database). Both components use Convolutional Neural Networks (CNN), a
supervised classification technique; they were described in D4.4 and 4.5, respectively.

In the classification component, the true values of the semantic properties to be predicted
have to be known for evaluation, and this evaluation forms an intrinsic part of the software
development by the ICT experts. Consequently, an additional evaluation by cultural heritage
experts does not contribute much to the improvement of the method. This is different for the
image retrieval module for reasons that will be given below. Thus, the consortium decided
that the evaluation of the image analysis module by domain experts would focus on the image
retrieval results.

The goal of the image retrieval module is to use visual information, i.e. an image, as a key to
the database in order to find records that are similar to the given image in some sense. The
image retrieval software and its description and documentation from deliverable D4.5. As
described in that deliverable, the definition of similarity used to train the CNN is based on the
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similarity of semantic properties: two images in the training dataset are supposed to be more
similar the more semantic properties associated with these images in the database match.
The CNN essentially works as a feature extractor that computes a feature vector (called
descriptor) for each image which has a small Euclidean distance from descriptors of similar
images according to the definition of similarity just given, and a large distance from
descriptors of dissimilar images. Up to five semantic properties (referred to as variables in
D4.5) can be considered to define semantic similarity. They were chosen because they are
the only ones in the SILKNOW data model considered to be related to the visual appearance
of the fabric (cf. D4.1). The five variables are:

Production timespan
Production place
Material

Technique or procedure
Subject depicted type

Each variable has been identified from the data model described in D2.1 and has a precise
counterpart in a variable used in the knowledge graph.

The image retrieval software is implemented starting from the generation of training samples
on the basis of records extracted from the knowledge graph (Data Preparation;cf. D4.5).
This part is greatly dependent on the raw annotations for the individual classes in the
knowledge graph, thus on domain experts’ knowledge, and the way this knowledge is
represented in the Thesaurus. Having generated the training data, the Training subsystem
produces a pre-trained CNN model that can predict feature vectors from input images. This
CNN is applied to all images in the database, and a spatial index of the corresponding
descriptors is generated by the Build Descriptor Index subsystem, which forms the
basis for image retrieval. The subsystem Get Nearest Neighbours takes an image as
input, applies the CNN to compute its descriptor and then uses the spatial index of the
descriptors of the images in the database to detect the k nearest neighbors in that descriptor
space, i.e. the k records associated with images whose descriptors have the most similar
descriptors (according to the Euclidean distance) to the query image.

For the purpose of numerical evaluation, the semantic properties of the neighbors thus
retrieved from the database can also be predicted by a majority vote, but this is not the main
purpose of the image retrieval module. For more details, cf. D4.5.

3. RATIONALE UNDERPINNING THE VALIDATION OF THE MODULES

The work done in Task 7.1, and described in this report, was not a "technical" validation
activity. This means that it was not carried out by experts in the ICT sector but by experts in
the field of cultural heritage, more specifically textile experts. It was therefore not an activity
aimed at verifying the software developed. A technical validation had already been done by
the partners who developed the three modules during their development phase, and is
described in the deliverables D3.3 (text analysis) [5], D6.5 (knowledge graph) [7] and D4.5
(image retrieval) [8].

At the beginning of Task 7.1 the SILKNOW software was not yet fully integrated and the three
modules were still in the development phase. Therefore, in agreement with the consortium
partners, we decided to carry out a validation of the individual modules. The type of validation
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that would be most useful to improve the quality of the modules during their subsequent
development was extensively discussed.

The rationale was to involve the domain experts, since they were expected to be the first end
users of the resource. Additionally, they had been involved from the early stages of the project
to draw up the scenarios, to build the thesaurus and then populate the ontology of the system.
Now, their involvement was again fundamental to validate some choices that led to the
software modules in their current form.

As regards the Text Analytic module, training machine learning models for classification
requires labelled data. Domain experts have been required to identify relevant information
about the artefacts that is not available in the provided metadata. These include the number
of sections, foreground or background color of the material etc. (D3.3 for details on the
results). In order to collect the labelled data as quickly as possible, we have adopted a
machine learning technique called Active learning, where domain experts are required to
provide labels for the most informative museum artefacts while the system is generating the
model.

As regards the Image Retrieval module, domain experts identified five variables (see previous
section) related to an expected conception of visual appearance of the fabric and to be
predictable by image analysis methods.

As explained earlier in the description of the image retrieval module, the training of the
software is dependent on how the annotations were made in the knowledge graph. Therefore,
during the validation of the module, feedback from domain experts was necessary to validate
the entire image retrieval chain. First, the experts of the domain had to determine if, starting
from a sample image, the k = 10 images that the module considered to be the most similar
ones in the database actually met a similarity criterion according to their expertise. This
evaluation was used to find out whether for a given query image, the software produced at
least some meaningful results, i.e. whether there were at least some retrieved images for a
given query image that matched the experts’ criteria.

The result of this validation should provide an indication whether the definition of similarity
based on the semantic properties of images is sufficient to produce image retrieval results
that are meaningful for the domain experts and whether the semantic properties chosen for
that definition are appropriate. In this way, this evaluation will give hints for improving the
image retrieval software, e.g. by increasing the emphasis of some variables over others or by
including visual cues into the definition of similarity. We believe that the focal point is in the
data preparation part of the classification module, because the results of a supervised method
cannot be better than the quality of the training data, in this case extracted from the knowledge

graph.

Therefore, the comments and responses provided by the experts will be used to validate those
five variables chosen and the quality of the annotations of the variables in the knowledge
graph, which may also give indications for improving the methodology. Namely, by reducing
the influence of variables for which the annotations are very unreliable for the definition of
similarity.

Both previous modules work upon the knowledge graph which is central for the SILKNOW
system. Validation from the domain experts on the relationship between the knowledge
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graph, the thesaurus and the SILKNOW ontology is of great importance, since it greatly
affects the other two modules and is the core of the SILKNOW system. Consequently, in this
first validation task, we decided to check whether the records describing the museums’
collections had been correctly represented in the knowledge graph.

4. TEXT ANALYTIC VALIDATION

4.1.Objectives

The objective of this validation is to map fragments of the texts describing the museum
artifacts with specific labels capturing meta information about historical silk textiles. Labels
chosen for this task have been: background color, foreground color, number of sections, and
other numbers (used for yarns, dimensions, rapport...). In order to train the system, we
involved domain experts from three project partners: University of Palermo, Garin and
University of Valencia.

4.2.Method

To perform the experiments, JSI has developed a web service that provides textual
descriptions of the museum artefacts and gives an interface for domain experts to label them.
The initial experiments, defining a color annotation task and a number annotation task, were
based on instances from the Victoria and Albert Museum (VAM), given the average high
quality of its cataloguing records. In the first task, we asked the domain experts to annotate
the selected parts of texts from the museum that contain a mention of some color. The
possible annotations related to specific colors are background color, foreground color, border
color orother. Inthe second task, we asked the domain experts to annotate the selected parts
of texts from the museum that contain a mention of some number. The possible annotations
related to specific numbers are yarns, dimension, section, rapport, and colors. Yarns
represents the number of threads used to make the fabrics; Dimensions represents the
measures inherent to the fabric; Section refers to the construction of the fabric and the
numbers related to it; Rapport indicates the dimensions of the complete design and how many
times it is repeated in width and height in a fabric. Each time a number does not refer to the
previous labels the domain expert has to annotate it as “other”.

We have selected these two tasks as relevant for the Virtual Loom developed in WP5, where
the number of yarns, the number of colors and the background color can be used for the digital
visualization of a textile.

The web service has been used by textile domain experts to train the machine to recognize
specific textile terms, appearing in the records provided by museums. At the time of this
validation, the records available for performing the annotation came from VAM, IMATEX and
CERES. The records from VAM were grouped into 4 sections, according to the words that
were to be analyzed.

e VAM Colors: The word underlined by the software inside the displayed record had to
be a color. The categories from which the domain expert could choose were
‘Background Color’, ‘Foreground Color’, ‘Border Color’, ‘Other’. Afterwards, the expert
could indicate which category the color belonged to, by deducing it from the text on the
item's record. When it was impossible to deduce from the text which category the

10
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indicated color belonged to, the domain expert clicked on ‘Skip’ to go to the next
record. The ‘Other’ button was used if the color did not belong to any category (see
Figure 3 for an overview).

e VAM n. Section: A number is indicated within the text of the textile item record. The
domain expert could choose between ‘Yes’ or ‘N0’ to indicate whether this number
indicated a number related to the weave of the fabric. If the number was difficult to
frame as belonging to the weave you could choose to click the ‘Skip’ button to go to
the next record (see Figures 7 and 8).

e VAM numbers: A number is highlighted in the record. The domain expert had to
indicate if the number referred to the number of garments of the yarn by clicking on
‘Yarn’, to dimensions by clicking on ‘Dimension’, if the number belonged to the weave
by clicking on ‘Section’, if the number indicated the pattern ratio by clicking on
‘Rapport’, a color by clicking on ‘Color’, or something else by clicking on ‘Other’ (see
Figure 2 and 10).

e VAM foreground colors: Analyzing the textile product record, the word indicating a
color was highlighted. Subsequently, the domain expert had to indicate whether the
color was in the foreground or not in the fabric's chromatic structure, choosing
between ‘Yes’ or ‘No’; otherwise the ‘Skip’ button led to another record (see Figure 2).

At a later stage, record written in Spanish were added, from the IMATEX and CERES
databases, again because of their average good quality. Subsequently, the domain experts
used the same system to instruct the software to recognize whether the number underlined
in the text belonged to the Yarn, Dimension, Section, Rapport or Color categories, or by
highlighting a word indicating a color, whether it was a background color or foreground color.

4.3. Results

The http://relationextraction.com/ web service is well designed and easy to use but some
problems were found that made the analysis of the selected words difficult. For example, often
it was not possible to understand the context in which the word underlined by the platform
was framed. This situation mainly happened when the platform was extrapolating too short a
piece of text from the artefact record. It would be necessary to read the context of the
extrapolated sentence to understand it better.

For instance, as shown in the first example (see Figure 2), sometimes it was hard to
understand whether a color was a background or foreground one. A fragment of golden
fabric, made with golden warp and silk weft, gives misleading indications. Indeed, if we say
that the fabric is golden, it will look like the main color, but if gold is actually part of the warp,
and also the weft is made of silks of different colors, gold is no longer the foreground color.
Indeed, the presence of gold thread only marginally determines the dominant color of the
fabric.

11
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Relation: Foreground Color

1/10

e m

Save and Ext  Cancel and Exit

Fragment of gold

tissue, made up of a gold thread warp and silk thread weft,
striped with red silk.

Figure 2. An example of a too short text.

As shown in Figure 3, sometimes we found descriptions of objects irrelevant to the silk and
textile domain. The source database contained records of artefacts unrelated to textiles, such
as a metal mourning ring. Therefore, it was difficult to understand whether the color
highlighted by the web application was a foreground color, background color or border color.
In this case, color refers to letters decorated with enamel, a technique that has nothing to do
with fabric. However, the domain experts tried to do semantic annotation to train the system.

€ @ Monsicuro | relationextraction.com/labelling-interface?dataset=all vam test_colorsflimit=1081task=5dd28c5217 111651 34194d8i&method.. & & 1 @ :

Relations: Background Color, Foreground Color, Border Color, Other

9110

Enamelled gold mouming ring, the oval bezel sel with a
faceted crystal In a siiver collet, enclosing a gold wire
monogram an blue sk, Bahind the initlals IMS, with foliated
shoulders, enamelied in

black

Figure 3. Unrelated record, since it represents a metal artifact.

Similar cases are shown in Figures 4 and 5. The term highlighted by the web application is a

number that can be linked only to the label Other, or must be simply skipped, out of lack of
context.

12



HARKNOW

< C  O® Nonsicur relationextraction.com ling-interface Pdataset=all_vam_test_number&imit= 10&task=5dd28421711165134194d8e8met & Q .
Relations: Yarns, Dimension, Section, Rapport, Colors, Other

1/10

yarns dimension vection ragport colons other [ sap ‘

A page of "The lllustrated Regulations for Ceremonial
Paraphernalia of the Present Dynasty", an illustrated
manuscript commissioned by the Qianlong Emperor
(r.1736-1795). The book consists of six parts - ceremonial
vessels, scientific equipments, dress, musical instruments,
insignia, and weaponry, containing more than 1300 leaves
of illustrations and explanatory texts. The page shows an
explanatory text about the winter court caps worn by the
Imperial concubines of the first rank. The text is arranged in

sixteen columns.

Figure 4. An example of text where the underlined number is describing an object that is not a fabric, but a
printed page.

< C @ Nonsicuro | relationextractioncom/labelling-irterface?dataset=all ceres test colormélimit= 10&task = 565390 1eab55d8378d 76bbLBE&AMeth B Q % ‘ :

Relations: Background Color, Foreground Color, Other

5/10

Libro. Libro de disefios decorativos. Coleccion de tres
volumenes con el mismo tipo de encuadernacién con papel
doble estampado. Esquinas pegadas con papel de tela
verde y atados con cordén de seda morado y con la misma
cartela en portada. Predominio de formas geomeétricas,
vegetales estilizados. Gama de colores variados, con
predominio de los colores

marrén,

verde y plateado.

Volumen |lI: Portada en blanco, con varias franjas
— ~nrnladac gogzulyplata Dicadios ardanadas da dacacha g -

Figure 5. A color with an unclear label.

Beyond these practical problems, however, annotation by domain experts was developed in
a useful and correct manner. Based on the initially annotated texts, we have formed two active
learning models, one for each task, focusing on the most frequent label from the task:
foreground color and the number of sections. The domain experts were then asked to
annotate text excerpts for these two labels, answering yes/no.

13
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We have represented texts with commonly used (Term Frequency Inverse Document
Frequency) TFIDF word-vector representation and used a Support Vector Machine algorithm
to train the models on English and Spanish texts. For English texts, the foreground color
model was trained on 100 examples and tested on 200 examples. The model has achieved
65.5% classification accuracy and 78.4 F1 measure. For the number of sections, we have
trained a model on 63 examples and tested on 139 examples, while the model for the number
of sections has achieved 57.6% classification accuracy and 57.6 F1 measure.

For Spanish texts, the model was trained on almost 100 examples and tested on about 100
examples, achieving 75% classification accuracy and 47.0 F1 measure for the foreground
color and 79% classification accuracy and 52.0 F1 measure for the number of sections.
Analysing more in detail, we noticed that on Spanish texts precision was higher than recall,
indicating that the model was correct when identifying positive examples in over 70% of cases
but missed almost 40% of the positive examples.

5. KNOWLEDGE GRAPH VALIDATION
5.1.Objectives

This validation focused on the faceted browser (available at http://data.silknow.org/fct/) and
followed two different rationales. The first validation activity aimed at verifying the coherence
of what the knowledge graph presents, in comparison with the information stored in the
records provided by the members of the consortium. The second one aimed at validating the
correct interpretation of the Location attribute.

During the first validation activity, we involved domain experts from the UNIPA. Data providers
in connection with this partner had provided several records with information about objects
and textiles:

Museo Diocesano di Caccamo
Museo Diocesano di Palermo
Museo di Termini Imerese
Cattedrale di Palermo

Duomo di Monreale

During previous tasks of the project, the records from UNIPA were imported into the
knowledge graph based on the Data Model Definition described in D2.3.

This validation activity objective is to verify whether all the attributes present in the UNIPA
records have been correctly reported in the Knowledge Graph and are available through the
web faceted browser.

During the second validation activity, we involved domain experts from UNIPA to validate data
related to the production location, i.e., the place of origin where the textile was made. Experts
had to verify if all data inserted in this field were correct, whether they effectively represent the
place of origin and not the place where they are located now, or any previous location.

14
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The method employed for the first validation activity consists in comparing the original
database records to its correspondence in the web faceted browser. Figure 6 shows an
example of an original record and Figure 7 the corresponding record in the web faceted
browser.

We validated 29 records about objects and information from the above said museums. From
the analysis of how the record in the faceted browser is structured against how the data
providers have created the record, we generalized the following object identifiers to check:

e Construction and Technique from the original record are combined in the “P32 used
general technique” entity inside the “P108 has Produced” entity. Since information
about construction and technique are two different rows in the original records, how
many of them have been combined?

e Some fields in the original records (Historical Critical Information, Warp, Weft, Width
and Description of pattern) are combined in “P3 has note” in the SILKNOW data model.
How many of them have been combined in the faceted browser?

e “crmsci:08_observed” put together several rows of the original records. Does this class
contain all the rows, all previous information, for each record?

¢ Availability of information about the dimensions of the fabric (or the object at large). Is
that information available, in the original record and in the faceted browser, through
the class “P34 has dimension (Y/N)”?

Domain experts created a table where the existence or the lack of the identifier is reported
along with some comments where necessary.

As regards the second validation, we navigated the Knowledge graph starting from “Man-
Made Object” (E22 with reference to the ontology) and the related “P108 has produced entity”.
We considered objects mainly coming from two museums namely the one labelled with the
identifier 95.71.XXX and GPOOXXX but also from a few others.

For each object, we checked the production page (by clicking on “P108 has produced entity”)
and the related “P8 took place on or within” entity.
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Time chronology Prima meta del XVl secolo (1745 —1750)

Geography ltalia

Region production Sicilia o Campania

Description Parato composto da pianeta, stola e manipolo

Technique Taffetas broccato & liage répris

Museum (PA).

Language ltaliano

Dimensions cm 108x68; cm 216x22; cm 100x20

State of preservation discreto; locali slegature delle trame supplementari

Width non rilevabile

Pattern unit cm 48.5% n.r.; numero dei campi: 1(?); tipo di campo: a ritorno.

Warp fili/em

Weft anima in seta ritorta, 2 capi, S, colore giallo; |1l oro filato avwwolto su anima in seta, 2 capi, S,
Construction trame broccate, metalliche e serich, fissate al dritto in diagonale 3 lega 1, direzione S, da ¥ dei
Embroidery assente

Description of the pattern composizioni vegetali caratterizzate da cespi di piccole foglie verdi che si affiancano ad altre
Galloon strutture interne, cm 2, con motivo a ventaglio lungo lo scollo.

Lining in tela di lino di colore azzurro

Historical Critical Information disegnativo, ripropone una tipologia una tipologia decorativa diffusa verso la meta del XVIII
Images (names of the images in the documenSCHEDAS88.jpg; SCHEDASS.1.jpg

Author of the technical analysis R. Civiletto

Author of the Historical Critical Information M. Vitela

Figure 6. The table reporting an example of the UNIPA record named Caccamo 7.
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Figure 7. The web faceted browser for Caccamo 7 record.

5.3.Results

As regards the first validation, results are reported in Table 1 and can be summarized as
follows:

16



SIHKNOW

e more than 50% of records in the faceted browserinformation about object dimensions
in the field “P34 has dimension”; for instance, some records are related not to individual
pieces but to sets of textiles (for instance Caccamo7 presents 3 pieces in a single
record);

in the 100% of records, construction and techniques have been adequately combined
in “P32 used general technique”;

100% of historical critical information, warp, weft, width and description of a pattern
has been adequately combined;

100% of the previous information are in the “crmsci:08_observed” entity;

All these remarks will be used to improve the search module that relies on the KG.

Obect identfier
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As regards the second validation, results are summarized as follows. Figure 8 shows that all
records coming from Garin and owning the identifier TO00877 present in the class
“E2_production”, a value of “P8_took_place_on_or_within” equals to “chalet Garin”. This
value cannot be associated with the production place, but with the current storage location.

For records mapped from RISD, Figure 9 shows that the description of the object does not
allow the expert to understand whether the value of “P8_took_place_on” is the right place of
origin. Several records, like the one shown in Figure 10 do not present the value of
“P8_took_place_on”, so they cannot be evaluated.
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RIS

Museums by Unipa

Right location for every
records except for
Monreale3
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Figure 12. An example of record from which the right location may be inferred.

Some records (see Figure 11) present a description of the objects that do not allow the expert
to establish if the value in “P8_took_place_on” is the place of origin. More details in the
description are needed. Most records from Italian museums (see Figure 12) present the right
location with the exception of the ones from Monreale.

6. IMAGE RETRIEVAL VALIDATION

6.1.Objectives

As mentioned above (see section 2.3), the evaluation of the image retrieval module has
focused on trying to establish whether the image retrieval algorithm gives results, regarding
the similarity of two images, that are meaningful for the experts.

LUH provided metrics and a technical evaluation of the algorithm based on the application of
the image retrieval method as a basis for classifying the images (deliverable D4.5). Thus, in
Task 7.1, there is no further need for a numerical evaluation of the method’s potential to
support a classification. In contrast, it is more important to establish the quality of the results
using the expert and common users’ habits.
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6.2. Method

The method employed was adopted to determine image similarity between two textiles, from
a domain expert point of view. As an initial, working hypothesis, we decided to use the
following concepts or properties of the textiles:

e Pattern - this refers to the decorative motifs, for instance birds, stripes, flowers,
garlands... The meaning of this concept regards the potential desire of the user to find
fabrics whose images present similarities in this formal or iconographic aspect.

e Color -itis a direct visual feature of an image, from a very basic point of view, maybe
the most common similarity parameter perceivable for every person. Besides, it has
great historical relevance, in most cases.

e Appearance - using this term domain experts refer to the overall aspect of the fabric
represented in the image. It also includes disposition of the decorative elements,
outline and shape, geometric form, etc. This is also a characteristic commonly
recognized by any average user.

These concepts have no direct counterpart with the variables from the knowledge graph that
were used by the algorithm. They would be related to “subject depicted type”, but for reasons
given below this variable was not considered in the training process. Anyway, we decided to
perform this first validation employing elements closer to the most frequent users, the textile
expert domain and the cultural heritage professional. For instance, the identification of
Pattern and Color had already been proposed in the end users’ profiles and functional
requirements outlined in task 2.4 (cf. D2.4).

To carry out the evaluation, LUH has provided the domain experts with two sets of image
retrieval results related to two different CNNs and testing environments:
e imatex - training the CNN with all but 100 randomly picked images just from the
IMATEX database;
e all_museums - training the CNN with all but 100 randomly picked images just from all
museum datasets in the knowledge graph (garin, imatex, joconde, mad, mfa, risd -
status 10th of April 2020).

Thus, we used two different CNNs, one where the records are relatively homogeneous in
terms of the annotations and the appearance of the fabrics in the images, because they were
all from the same dataset (imatex), and one with a more heterogeneous origin (all museums).
In both cases, the annotations for the semantic variables "production place", "production
timespan", "material" and "technique or procedure" were used to define similarity. The
variable “subject depicted type” was not used to train the CNNs, since at the time when the
results were produced, the annotations for that variable in the knowledge graph were still very

heterogeneous.

For each of these two datasets (i.e., imatex and all museums), the results of the image search
were delivered in a folder named "similar_image_folder". This folder contains one subfolder
for each of the 100 query images of the corresponding dataset. The folder name is identical
to the SILKNOW knowledge graph object URI of the record corresponding to the query image.
The results of image retrieval are stored in a subfolder called "10_most_similar_images".
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It contains the 10 images considered to be most similar to the query images delivered by the
image retrieval software. The 10 images can be ordered by the matching score, which is the
beginning of each image name. Further, each image name contains the museum where it is
from, the object URI and the actual image name. Thus, each image file name follows the
scheme: "matchingscore_museum__URI_name.jpg".

In addition, the information about the annotations (both reference and predicted values) is
provided in a file "10_nearest_neighbours_list.txt" for every query image in the same folder
as that image. This information is listed in a compact form for all query images in a file
"knn_list.txt" for every dataset (see Figure 18).

The final objective of the evaluation is to know whether the retrieved images are related to the
search image from an expert's viewpoint. In case some images may not match the search
image, the experts have been requested to indicate:

e Which images exactly do not match (image name)?

e What is the reason for that decision?

e What are the criteria for validating the retrieval results?

In order to answer these questions, the experts arranged a table with six columns: the name
of the test image, the names of the ten most similar images, pattern, colour, appearance and
the column for indicating whether the 10 most similarimages match the testimage (see Figure
13).

22



HARKNOW

] 8 knn_list.bxt
l-z*tn:F \dﬁvﬂon\s.xlknw\SIUWOW\data\ina\iua_tex_lldﬂac32—.e1fs,-_3136.—_bzb,9.—1::4065.c§Zb5_23261_0.,1'pu**u*u
roundtruth
! #place #timespan #moterial #technique
ES twentieth_century_(dates_CE) animal_fibre patterned_fabric
Predictions:
+ #place #timespan #material #technique
L\ ES twentieth_century_{(dates_CE) aninal_fibre nan
k nearest paighbours:
#filenane #distance #place tinespan #material #technigue
\data\img\inatex @572c888-518k-32e8-88d0- cGQ‘OZleSGb@ 23260 _9.1ipa 0.35547403167367 ES
un:um‘L fibre patterned_fabric
.\data\1img\isatex_ . ssnemae 08ee— ba45-adfh74141131 23267 0,1p3 0.5621975407356201 ES
anmal fibre an
\ﬂata\lllg\l(l.?ﬁg"_“.Q‘5.‘:!’J§.,533f.335?.‘.’)3.95‘.h5,3#.3,5.4999.55_.2325.5-.@,. Ra 0.5710183735207837 ES
unimal_fibrc nan
. \data\ing\inatex__ee16dach-d041-3a29-be29-7d4be7207a99__8106_0. g 2.60626458233633 nan
animal_fibre patterned_fabric
.\data\ing\isatex_051¢704-900-3431-270-F40cFR14d041 23244 0. ipa 0.6163160540350013 Es
animal_fibre nan
.\data\ing\Loatex  a@d33c7b-301e-392-959(-6b30LSA3d9d5_ 23227_0. fpa 0.6204329058629949 ES
arlmal fibre patterned_ fabric
..\data\img\inatex 23addfab-8ebb-3de2-9Rda-Ab75947ad395. 23243 0. ipa 0.5571814300517432 ES
animal_fibre patterned_fabric
\uan\ma\LnaLe)\,__aBl?nn 11a1-310e-be30-d13dd25a4abl 23208 _23.1p¢ 9.658973328639684 ES
anmal fibre
\53{3\1‘"0\1"3(2&_32527b37 -75h9-34aa-9dcf-hea90cd57d3a__ 23225 0,ipa 0.6644247268943982 ES
animal_fibre
Adata\img\isotex  ObcaB5bd-4435-3109-ad3f-3a92bfd2c5cl 23249 0, jpg 0.6644478750807393 ES

armal fibre patterned_ fabric

xaxk444F: \develop\silknow\SILKNOW\data\img\inatex 0895462¢cc-cBca-3026-9215-6a69733a6¢7c, 23247 _0, jpas#sassa

Groundtruth:

#place #timespan #naterial #technique

ES twentieth_century_(dates_CE) aninal_fibre patterned_fabric
Predictions:

#place #timespan #naterial #technigue

ES twentieth_century_(dates _CE) aninal_fibre nan
k nearest pesighbours:

#filecnane #distonce #place #tinespan #material #technique

ce\datavimo\Llpatex 591 77371-11a1-310e-be30-d780d25a4abl 23208 _17.ipq 9.7392814071158507 ES
animal_fibre

Adata\img\inatex_ _; ac27f632 fd4b-3h5f-0R88-53957876A5dR__ 23224 0. jpa 0.816BEE0BEE974687 ES
anlnal fibre

Adataying\iuatex a9177371, 11a1-310e-be30-d73dd25adabl__23208_14,]00 0.8347739934600693 ES
ar‘mal fibre

.\data\ mn\ma,tg!__.;ﬁ.?ﬂll?.?l =1121-310e-b230-df8dd2524abf, 23208 21.ipg @.836988225435862 ES
arunal fibre nan

\dataving\inatex  a36cd0cO-eb62-3eB8c-ad58-831bd1la7bc29 27493 0, jpg 0.87072301415€2174 nan
nan

\da{ailzo\matnx_a9177371 1121-310e-be30-dfAdd25adabf__23208_1,ipa 0.8717201599487557 ES
anima ibre

Adeta\ing\inatex  f22¢3c49- 9;\:0-3::1&1—pSGQ-c2=13b414ch __23246_0. ipg 0.883309774198953 ES
ar\u\aL fibre patterned_fabri
..\data\img\inatex.9bfedide=b dSl—)bbb-b:SG ~1348cf3le4df 30481 0,ipa 0.904929358018593 nan
animal_fibre patterned_fabric
..\dalu\xmg\mo;cx 70291L¢b_,d32 -38B8c-9500-1dcd3dbB8095c 22373 0, jpa 0.9064978481753482 Jp
patterned_tabric
..\data\img\imatex a%9631e88-3223-3545-92d9-e7ad9n40biff_ 8217 @.ipg 9.9198914329697766 nan

patterned_fabric

Figure 13. An excerpt of knn_list file for Imatex.

twentieth_century_(dates_CE)
twentieth_century_(dates_CE)
twentieth_century_(dates_CE)

elghteenth_century_{dates_CE)
twentieth_century_(dates_CE)
twentleth_century_(dates_CE)
twentieth_century_(dates_CE)
twentleth_century_(dates_CE)
twentieth_century_(dates_CE)

twentieth_century_(dates_CE)

twentieth_century_(dates_CE)
twentieth_century_(dates_CE)

twentieth_century_(dates_CE)
twentieth_century_(dates_CE)

nan animal_fibre
twentieth_century_(dates_CE)
twenticth_century_{dates_CE)
eighteenth_century_(dates_CF)
nan animal_fibre

nan aninal_fibre

The criterion used was: if at least two properties among pattern, color and appearance match

between two images, then they may be considered similar.

6.3.Results

The results of the validation performed by domain experts, although performed on a limited

number of images, helped to give a general overview of the system.

The analysis revealed that in some cases the retrieved “10_most_similar_images” were too
similar to each other. Indeed, the system had collected images of the same piece of fabric
viewed from different angles or images of very similar fabrics. In other cases, however, the
retrieved images fulfilled only one or none of the requirements considered relevant by the

domain experts (i.e. pattern, color or general appearance.)
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Figure 14. Percentage of query images for which the image retrieval software delivered at least one similar
image. Basis: domain expert evaluation based on 38 query images from the IMATEX dataset.

More precisely, a statistical analysis revealed that in 55.7% of the inspected cases there was
at least one meaningful matching record among the 10 most similar images retrieved from in
the database. Figure 14 shows the percentage of query images for which there was at least
one similar image (according to the domain experts’ criteria) among the first N retrieved
images. The figure also shows that only in 23% of the cases, the most similarimage according
to the software was a match. There was no case in which all retrieved images matched the
domain experts’ criteria; the maximum amount of similar images retrieved for a specific query
image was 7 (1 case only). Whereas these results are far from perfect, they indicate that a
database search via an image only can deliver at least one meaningful result in more than half
of the cases.

Figure 15 shows an example of a test image and Figure 16, 17 and 18 belong to the
10_most_similar_images retrieved by the module. They respectively refer to lines 13,15 and
16 in the table of results shown in Figure 19. As can be seen, the first image has been
considered similar since all three criteria match. The second image matches only for one
criterion whereas the third image does not present any criteria of similarity from the point of
view of the domain experts.

24



SIHLKNOW

Figure 15. imatex__050efea2-8089-339b-9dae-e5c4ac5fa3a6__ 8332 _0.jpg — Test image

Figure 16. 0.7838_imatex__5aed1e6b-90fd-3ee9-a168-bb678538c74a__7474_0.jpg — Image completely
matching.

Figure 17. 0.7953_imatex__aee306f6-eceb-34bc-8464-faf66816ea69_ 20175_0.jpg — Image partially
matching.
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Figure 19. An excerpt of the table reporting the results about image retrieval.
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The algorithm is based on the assumption that the more semantic properties match the more
the images are similar. However, the evaluation criteria of the domain experts did not take into
account the semantic properties used to train the algorithm. Given this fact, it does not come
as a surprise that these very first results are not perfect yet, with about 45% of query images
for which none of the retrieved images was considered to be similar by the domain experts.
As a consequence, the partners are refining their working definition of similarity for training
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the image retrieval module. This discussion has led domain experts to reconsider the
relevance of certain properties for similarity (e.g. the subject depicted is more important than
production place or time). It has also led to the definition of some rules by the domain experts
that are being incorporated in new developments. Furthermore, some more visual features
derived from an analysis of the images in color space will also be integrated.

In the nearest future these results will be used to refine the image retrieval algorithm. This will
mainly be done by considering additional terms in the loss function for training the networks
beyond those used already in D4.5, with the main goal to make the machine converge to a
concept of similarity closer to the one presumably used by an end user.

7. COMMENTS BY THE DOMAIN EXPERTS

In this section, we report all considerations made by the domain expert performing the
validation. It is worth noting that the experts own skills in the domain of Cultural Heritage
(textiles and so on) so their comments do not include ICT technical issues. These comments
may be used, eventually, from ICT partners for improving all the software modules.

As regards the validation of the Text Analytic Module, domain experts have been actively
involved in the training of the software through the use of the web service
http://relationextraction.com/.

Regarding the validation of the Image retrieval software, the images submitted to the domain
experts were grouped according to 5 semantic variables that undoubtedly represent key
properties of the textile product. They are: the historical period of production (timespan); the
Place of production (place); the Material (material); the Technique or procedure (technique);
the Type of subject depicted (depiction). However, the depiction was not used in the training
process (cf. section 6.2).

The images representing the silk fabric selected by the software had one or more of these
characteristics in common, which should have led to a certain visual similarity. Unfortunately,
the analysis by the domain experts revealed that the presence of one or more of these
variables is not sufficient to select similar images in many cases. For instance, as regards the
Timespan, it is a well-known fact that in any historical period fabrics were produced with
different techniques and weaves, as well as decorative modules with significantly varying
subijects: flowers, birds, geometric shapes of differing ratios, etc.

The same can be done for the place of production, which is often not even mentioned in the
catalog records, because it is difficult to determine with certainty. When it is present, however,
it cannot be an indication of a univocal formal feature, because products woven in the same
place could be produced with different formal characteristics. The production material is an
important feature in the artistic field in general, but the research area of the project is focused
on silk fabrics, so it is quite obvious that the images selected by the software represent silk
artefacts. On the other hand, the production technique is a good discriminating factor for
similar fabrics; however, these can have widely dissimilar decorative motifs.

Furthermore, the recognition of a textile weft by the domain expert from a photo is something
that a domain expert can only do if the image allows a very close view of the fabric. In the field
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of textile experts, in fact, we use a lenticular of the size of one square centimeter, with a
magnification of 10x, that allows to “read” the construction of the weft and the warp.

Finally, another feature taken into consideration was the depicted subject (depiction). This
characteristic opens up an interesting insight into the perceptive approach that every expert
in the domain, as a human being, assumes in front of the patterns present on a fabric.
Features listed above are extrapolated from the catalog records incorporated into the
knowledge graph, records produced by different individuals, who will have a subjective
perception and way of expressing themselves. Each cataloguer will have his or her own style
in the production of the records, even though they are frequently conducted according to a
guide, such as the grid provided by the CIETA (Centre International d’Etude des Textiles
Anciens) cataloging methodology [9][10]. It is almost never possible to give a univocal
description of a textile design. The simplest example is to describe the fabrics called 'bizarre’,
produced in the early eighteenth century or even the damasks of the sixteenth century. They
are fabrics loaded with decorative elements such as flowers, leaves or imaginative and
abstract elements that each cataloguer can interpret differently.

This already creates interpretative problems that, transferred into an algorithm, determine the
lack of a real affinity between fabrics that just because they share an element, such as a flower
or a geometric shape, would be similar. One problem in this regard was the variable
patterned_fabric, because it could not represent a significant element for discernment, as
most fabrics have a decorative pattern. The quality of the parameters chosen for the selection
of the images is therefore underlined, but these must exist at the same time in order to have a
greater possibility that the selected images are of similar artefacts and in any case remain
insufficient to give a certainty of similarity. Variables such as color, the ratio of the design, or
the weaving technique, make the appearance of one fabric different from another and are
important for human perception.

Domain experts were also asked to evaluate the accuracy of the class Production place, as
reported in the records. It was also asked whether the Production place coincided with the
place of conservation of the artefacts. These two classes are very important to create a
geographical map of textile production.

The class Production place is not present in all the records, as it is very difficult for cataloguers
to identify it with certainty. As a matter of fact, in textile products some information such as
the techniques used or the nature of the materials can indicate the possible origin in a territory,
but they cannot define it with certainty. This is because the same techniques were replicated
in different territories with imported materials. Every artefact that met the public's taste was
replicated throughout Europe by the most expert weavers, or the craftsmen who were able to
make it were requested.

Moreover, just by checking the class Production place, it was found that the records in the
various databases collected were filled in differently, because they are filled in by different
people with different methods. In fact, some information about the artifacts usually lies in the
body of the text of the record -often, in a plain text, general description field- and not in the
classes.
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8. CONCLUSION AND FUTURE WORK

In this report we have described the work done in Task 7.1 on the validation of three important
software modules underlying the SILKNOW system: text analysis, image retrieval and
knowledge graph. The first two employ machine learning techniques for allowing the system
to learn and predict specific features of the object coming from museum collections. The
knowledge graph offers the possibility to search for useful information linked to ontology.

Providing a first validation of the functionalities of these modules was a very important step
for guaranteeing the quality of the whole system that will be integrated. Validation performed
in Task 7.1 was a first step towards a more complete validation of the modules and the
software that will be performed in Task 7.2.

We obtained results in terms of improving semantic annotation by means of the domain
experts’ knowledge, fixing some mapping problems in the knowledge graph and laying the
foundations for improving image retrieval algorithms. For instance, it has to be noted that
there is no search engine (such as, e.g., Google) that will deliver only matching records for a
query; in general, a user might already be content to obtain just a few meaningful matches. At
least one similar image (out of 10) was retrieved for the majority of search images, but the
number of query images with more than two matches is very low and there were also 45% of
the images without any match.

These results will be strongly used during Task 7.2, with additional feedback from ICT experts
on the comments reported in section 7 for carrying out a new iteration with the domain experts
and ensuring the convergence towards a high-quality integrated system. In so doing, one of
the most important and urgent issues is the incorporation of the depicted subject (depiction).
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